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INFRASTRUCTURE SERVICES REQUEST

The Infrastructure Services Request (ISR) replaces the New Business Request (NBR) template and provides valuable information concerning infrastructure to developers, testers, and service providers.  It is composed of two parts.  The first is a narrative providing information on the Program, its schedule, and major components of the infrastructure.  In this narrative, describe the infrastructure requirements for the Production phase of the program.  In the second part, provide a set of tables containing detailed infrastructure requirements – one for each of the three major program phases of development, test, and production.  These tables will be used to convey the infrastructure requirements to the service provider.  

DISA requires an ISR to define new or additional workload requirements to be processed within their processing centers.  Some examples of new or additional workload include new development, migrating workload, consolidating workload, new equipment or software.  Projected IBM or Unisys growth does not normally require an ISR.

The process begins with the System Manager or Program Manager working with the Technical Project Officer to complete the ISR template.  Please be as specific as possible in your requirements to assist DISA with proposing a solution.  If something in the ISR does not pertain to your request, please indicate with a N/A.  If you are not requesting a development, test or production environment, please remove that table from the ISR.  All required dates must allow ample time for the coordination, proposal and acquisition process (minimum of 90 days).

Once the ISR is complete, the ISR is forwarded to the Business Line Executive (BLE) for review.  Once approved, the BLE will sign a cover memo to the Chief Information Officer (CIO) requesting review and coordination with DISA.  The BLE cover memo must confirm funding is available for the project.  The signed cover memo should be faxed to DFAS-DTC (Mary Lynn West) at 703-607-1892, and the ISR should be e-mailed to DFAS-DTC (Mary Lynn West).  Once received, DFAS-DTC will begin the coordination process as follows:

· DTC provides the CIO review (architecture, LCM, information assurance, and policy)

· TSO provides the technical review

· Accounting and Finance provide the functional review

· Resource Management provides the budget review

Any comments from the review team listed above will be forwarded to the ISR Point of Contact (POC) for resolution.  Once all issues have been resolved and all members of the review team concur with the request, the ISR is forwarded to DISA Computing Services under a memorandum signed by the CIO.

About one week after forwarding the ISR to DISA Computing Services, a “Blue Team” meeting with DISA is held.  The purpose of the meeting is to clarify the ISR requirements.  The System Manager or Project Manager and Technical Project Officer must attend this meeting.  After this meeting, DISA will begin creating the technical solution and a Rough Order of Magnitude (ROM) cost estimate.  Once DISA has drafted the technical solution and ROM, they will forward the proposed solution and ROM to DFAS-DTC, who will forward it to the ISR POC.  At this time, DFAS-DTC will schedule a “Red Team” meeting with DISA to discuss the proposed solution design and ROM.  The System Manager or Project Manager and Technical Project Officer must attend this meeting.  This will be the opportunity to fine-tune the requirements and associated costs.  After this meeting, DISA will create the formal proposal and forward to DFAS-DTC, who will forward it to the ISR POC.  The process stops until the BLE signs the acceptance page of the proposal and faxes the signed page to DFAS-DTC, which will be forwarded to DISA Computing Services.  DISA will not work on implementation until the proposal is signed by the BLE and received by DISA, along with the required MIPR for the services.

The best case timeline once DFAS-DT receives the ISR follows:


DTC coordinates within DFAS and forwards to DISA

1 week


DTC arranges for and leads the “Blue Team” meeting

1 week


DISA creates technical solution and ROM



2 weeks


DTC arranges for and DISA leads the “Red Team” meeting
1 week


DISA creates final solution and proposal



1 week


DFAS BLE accepts proposal and sends MIPR


1 week


DISA processes hardware/software order



1 week


Vendor delivers hardware/software




4 weeks


DECC implements system





1 week

If additional sizing or capacity planning analysis is done after this ISR is submitted (for example, a sizing study performed by a COTS vendor), it must be forwarded to the DFAS Information and Technology Directorate with a copy to the Program/System Manager.

1.  Project Description.  Provide the official name of the System/Project and a brief description of the functionality and system architecture (e.g., client/server, web-enabled).  Provide a brief summary of the types of services requested.  Identify if the system is an upgrade or a replacement of a system already running at DISA.  

2.  Concept of Operations.  Provide a high level concept of operations for the system.  Include high level processes, data flows, and user locations.  Use diagrams as appropriate.  The purpose of this section is to allow the service provider to understand the interaction of this system with other systems, both supported by them and external, and the telecommunications structure necessary to support system operations.

3.  DFAS Corporate Information Infrastructure (DCII) Interface.  Describe this system’s interface with DFAS’s DCII.  Identify which DCII application type it is (I, II, or III), and identify the DCII release in which it is first contained or with which it first interfaces.
4.  Points of Contact.  Include name, office symbol, phone and fax number of the Program/System Manager, technical point of contact, and billing point of contact.

5.  System Software Environment.  Identify the system software environment required (e.g., UNIX, MVS-ESA).  For UNIX systems, identify if a platform-specific version of UNIX is required (e.g., HP-UX, Sun Trusted Solaris) and if a particular version number is required.
6.  Communications Protocols.  Identify the communications protocols needed to support the program (e.g., TCP/IP).  
7.  Other Special Requirements.  Identify any other requirements necessary for system operation.  For example, this may include requirements such as connectivity to EC/EDI hubs.

8.  Other Service Tasks.  Identify any other services requested of the service provider necessary for system operation.  For example this may include tasks such as data backups, the methods of the backups, and special instructions for recovery from backups.

9.  Data and Operational Security Requirements.  Identify the requirements related to security of the data and operation of the system.  Define the classification of data processed by the system, any special handling requirements, and minimum system security accreditation requirements (e.g., C2 compliant).  Reference the System Security Authorization Agreement (SSAA).
10.  Generated Output.  Identify the requirements for generation of output media by the service provider.  Include printing reports, generating microfiche, capturing screen images, and preparing deliverable magnetic media.

11.  Continuity of Operations Plan (COOP).  Identify any COOP requirements over and above what is documented in the Service Level Agreement (SLA) or other agreements.

12.  Certification/Accreditation (C&A).  For existing systems, identify the C&A level (none, interim, full or expired), date granted, expiration date, and Designated Approval Authority’s (DAA’s) name and title.  For new systems, please enter N/A.
13.  Capacity Sizing Data.  Complete the attached three tables, which will communicate the system’s detailed infrastructure services requirements in the areas of development, test, and production.  Computer sizing data is required to provide adequate processing and storage capacity for operation of the system.  Provide the number of potential users, average number of concurrent users, input/output requirements, and number of user locations.  Identify estimated direct access storage device (DASD) requirements, memory requirements, and central processing unit (CPU) transaction count and average transaction size for all program servers (e.g., application, database).  Capture this information in the below tables.  Note that all capacities should reflect the full requirements for that reporting period, not just additional capacity added for the period.  This information is required for the Development, Test, and Production phases.

If specific hardware is requested (i.e., make and model), explanatory rationale must be provided.  For example, if the vendor for a COTS product recommended a specific platform, then the ISR must state something like The vendor stated to us that based on their experience, their product runs best on a ______ platform with ____ of CPUs and ______amount of memory.

Identify the telecommunications requirements between the user locations and the host system.  This should include the number of transactions per day, transaction size, and peak load for each user location.  If there are a large number of locations (over 10), define “typical” user locations and associated loads and the number of these “typical” locations existing.  Define as many “typical” location types as necessary to adequately identify the system telecommunications requirements.  Capture the sizing information in the below tables.  Add additional rows for the number of “typical” locations as necessary.  Note that all sizing information should reflect the full requirements for that reporting period, not just additional capacity added for the period. This information is required for the Production phase and may be required for other phases based on program requirements for development and testing.

Define the types of interfaces necessary to support the system.  This should include data formats, file sizes, and transaction frequency. Capture the interface information in the below tables.  Add rows as necessary to include all the system interfaces required.  Note that interface requirements should reflect the full requirements for that reporting period, not just additional interfaces added for the period. This information is required for the Production phase and may be required for other phases based on program requirements for development and testing.

Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Development Date: 



End Development Date (if relevant or known):










Computer Sizing
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/DB interface number of users






Application Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Database Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Tape Storage/backup (e.g., 500 MB / Week)






Other requirements:






Software

Platform
Current Year
Current Year + 1
Current Year + 2

Application Server Software:














Database Server Software:














Web Server Software:














Client applic. Used to access host/server:   




Telecommunications Sizing

(Complete for each user site)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

Typical User Location #1: _____________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #2: ______________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #n: ______________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






System Interface Requirements

(Complete for each interface)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

System Interface #1: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #2: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #n __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible – if a field does not apply, mark “NA”
Outyear capacities should reflect the full requirements, not just additional capacity added for the period
If application is hosted at multiple sites, provide separate tables for each site

Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Test Date:



End Test Date (if relevant or known):










Computer Sizing
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

DCII Release Number (if appropriate)






Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/DB interface number of users






Number of transactions per day






Average transaction size (bytes)






Application Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Database Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Tape Storage/backup (e.g.,: 500 MB / week)






Other requirements:






Software

Platform
Current Year
Current Year + 1
Current Year + 2

Application Server Software:














Database Server Software:














Web Server Software:














Client applic. used to access host/server:   




Telecommunications Sizing

(Complete for each user site)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

Typical User Location #1: ______________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #2: ______________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #n: _____________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






System Interface Requirements

(Complete for each interface)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

System Interface #1: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #2: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #n: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible -- if a field does not apply, mark "NA"
Outyear sizing information should reflect the full requirements, not just additional capacity added for the period
If application is hosted at multiple sites, provide separate tables for each site
Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Production Date (usually IOC):



End Production Date (if relevant or known)










Computer Sizing
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

DCII Release






Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/DB interface number of users






Number of transactions per day






Average transaction size (bytes)






Application Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Database Server:






   DASD (GB)






   DASD Redundancy (none, partial, full)






   Memory (MB)






   CPU (number and speed)






Tape Storage/Backup  (e.g., 500 MB / week)






Other requirements:






Software

Platform
Current Year
Current Year + 1
Current Year + 2

Application Server Software:














Database Server Software:














Web Server Software:














Client applic. used to access host/server:   




Telecommunications Sizing

(Complete for each user site)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

Typical User Location #1: _____________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #2: _____________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location #n: _____________






NIPRNET or SIPRNET?






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






System Interface Requirements

(Complete for each interface)
Current Year
Current Year + 1
Current Year + 2



1st half
2nd half
1st half
2nd half

System Interface #1: _________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #2: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface #n: __________________






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible -- if a field does not apply, mark "NA"
Outyear system interfaces should reflect the full requirements, not just additional interfaces added for the period
If application is hosted at multiple sites, provide separate tables for each site
INFRASTRUCTURE SERVICES REQUEST

APPENDIX A - ACRONYMS

Describe the acronyms as they are used in this document.  

APPENDIX B - DEFINITIONS

Describe the key terms as they are used in this document.  

APPENDIX C - REFERENCES

Provide a complete list of documents referenced in the text of this document.  Each reference shall contain document number, title, revision number and date.
Policy and Regulation: Policies or laws that give rise to the need for this document
DFAS Policy and Standards: Defense Finance and Accounting Service policies and standards that give rise to the need for this document

Other Life Cycle Documents: Other plans or task descriptions that elaborate details of this document 
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