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Infrastructure Services Request

For

Program Name

Date of Issue and Status: Date document is acknowledged as acceptable (mm/dd/yyyy) and whether document is draft or approved.  Also include version number.

Issuing organization:  Identify the organization issuing this document.

INFRASTRUCTURE SERVICES REQUEST

The Infrastructure Services Request (ISR) is composed of two parts.  The first is a narrative providing information on the Program, its schedule, and various components of the infrastructure.  This narrative is to describe the requirements during the Production phase of the program.  The second part is a set of tables containing detailed infrastructure requirements – one for each of the three major program phases of development, test, and production.  These tables will be used as a vehicle to convey the infrastructure requirements to the service provider.

1.  Project Description.  Name of the System/Project and a brief description of the functionality and system architecture (e.g., client/server, web-enabled).  Provide a brief summary of the types of services requested.  Identify if the system is an upgrade or a replacement of a system already running at a Defense Enterprise Computing Center (DECC).  

2.  Concept of Operations.  Provide a high level concept of operations for the system.  Include high level processes, data flows, and user locations.  The purpose of this section is to allow the service provider to understand the interaction of this system with other systems, both supported by them and external, and the telecommunications structure necessary to support system operations.

3.   DCII Interface.  Describe this system’s interface with the DCII.  Identify which DCII application type it is (I, II, or III), and if a type II or III application, identify the DCII release in which it is first contained.
4.  Points of Contact.  Include name, office symbol, phone and fax number for lead point of contact, technical point of contact, and billing point of contact.

5.  System Software Environment.  Identify the system software environment required (e.g., UNIX, MVS-ESA).  For UNIX systems, identify if a platform-specific version of UNIX is required (e.g., HP-UX, Sun Trusted Solaris) and if a particular version number is required.
6.  Communications Protocols.  Identify the communications protocols needed to support the program (e.g., TCP/IP).  
7.  Other Special Requirements.  Identify any other requirements necessary for system operation.  This may include requirements such as connectivity to EC/EDI hubs.

8.  Other Service Tasks.  Identify any other services requested of the service provider necessary for system operation.  This may include tasks such as data backups, the methods of the backups, and special instructions for recovery from backups.

9.  Data and Operational Security Requirements.  Identify the requirements related to security of the data and operation of the system.  Define the classification of data processed by the system, any special handling requirements, and minimum system security accreditation requirements (e.g., C2 compliant).

10.  Generated Output.  Identify the requirements for generation of output media by the service provider.  Include printing reports, generating microfiche, capturing screen images, and preparing deliverable magnetic media.

11.  Continuity of Operations Plan (COOP).  Identify any COOP requirements over and above what is documented in the Service Level Agreement (SLA) or other agreements.

12.  Capacity Sizing Data.  Complete the attached three tables, which will communicate the system’s detailed infrastructure services requirements in the areas of development, test, and production.
Computer sizing data is required to provide adequate processing and storage capacity for operation of the system.  Provide the number of potential users, average number of concurrent users, input/output requirements, and number of user locations.  Identify estimated direct access storage device (DASD) requirements, memory requirements, and central processing unit (CPU) transaction count and average transaction size for all program servers (e.g., application, database).  Capture this information in the below tables.  Note that all capacities should reflect the full requirements for that reporting period, not just additional capacity added for the period.  This information is required for the Development, Test, and Production phases.

Identify the telecommunications requirements between the user locations and the host system.  This should include the number of transactions per day, transaction size, and peak load for each user location.  If there are a large number of locations (over 10), define “typical” user locations and associated loads and the number of these “typical” locations existing.  Define as many “typical” locations types as necessary to adequately identify the system telecommunications requirements.  Capture the sizing information in the below tables.  Add additional rows for the number of “typical” locations as necessary.  Note that all sizing information should reflect the full requirements for that reporting period, not just additional capacity added for the period. This information is required for the Production phase and may be required for other phases based on program requirements for development and testing.

Define the types of interfaces necessary to support the system.  This should include data formats, file sizes, and transaction frequency. Capture the interface information in the below tables.  Add rows as necessary to include all the system interfaces required.  Note that interface requirements should reflect the full requirements for that reporting period, not just additional interfaces added for the period. This information is required for the Production phase and may be required for other phases based on program requirements for development and testing.

Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Development Date



End Development Date












FY2002
FY2003

Computer Sizing
FY2001 Baseline
1st half
2nd half
1st half
2nd half

DCII Release






Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/database interface number of users






Application Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Database Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Tape Storage (data backup)






Software

Application Server Software:





Database Server Software:





Web Server Software:





Client application used to access host/server:   



FY2002
FY2003

Telecommunications Sizing
FY2001 Baseline
1st half
2nd half
1st half
2nd half

Typical User Location 1






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location 2






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location n






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day








FY2002
FY2003

System Interface Requirements
FY2001 Baseline
1st half
2nd half
1st half
2nd half

System Interface Number 1






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number 2






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number n






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible -- if a field does not apply, mark "NA"
Outyear capacities should reflect the full requirements, not just additional capacity added for the period
If application is hosted at multiple sites, provide separate tables for each site

Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Test Date



End Test Date












FY2002
FY2003

Computer Sizing
FY2001 Baseline
1st half
2nd half
1st half
2nd half

DCII Release






Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/database interface number of users






Application Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Database Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Tape Storage (data backup)






Software

Application Server Software:





Database Server Software:





Web Server Software:





Client application used to access host/server:   



FY2002
FY2003

Telecommunications Sizing
FY2001 Baseline
1st half
2nd half
1st half
2nd half

Typical User Location 1






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location 2






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location n






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day








FY2002
FY2003

System Interface Requirements
FY2001 Baseline
1st half
2nd half
1st half
2nd half

System Interface Number 1






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number 2






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number n






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible -- if a field does not apply, mark "NA"
Outyear sizing information should reflect the full requirements, not just additional capacity added for the period
If application is hosted at multiple sites, provide separate tables for each site
Application/ Project: 
Date Prepared: 

Acronym: 
SID #:
ASC:
Processing Location:  



Begin Production Date



End Production Date












FY2001
FY2002

Computer Sizing
FY2000 Baseline
1st half
2nd half
1st half
2nd half

DCII Release






Number of potential users






Average number of concurrent users






Average size of daily batched I/O files






Number of user sites to connect to host site






Number of interface systems






WEB server/database interface number of users






Application Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Database Server:






   DASD (GB)






   Memory (MB)






   CPU (transactions per day)






   CPU (average transaction size)






Tape Storage (data backup)






Software

Application Server Software:





Database Server Software:





Web Server Software:





Client application used to access host/server:   



FY2002
FY2003

Telecommunications Sizing
FY2001 Baseline
1st half
2nd half
1st half
2nd half

Typical User Location 1






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location 2






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day






Typical User Location n






Number of user locations






Average transaction size






Average number of transactions per day






Peak number of transactions per day








FY2002
FY2003

System Interface Requirements
FY2001 Baseline
1st half
2nd half
1st half
2nd half

System Interface Number 1






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number 2






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






System Interface Number n






Data format






Average file size






Average number of file transactions per day






Peak number of file transactions per day






Please complete as many fields as possible -- if a field does not apply, mark "NA"
Outyear system interfaces should reflect the full requirements, not just additional interfaces added for the period
If application is hosted at multiple sites, provide separate tables for each site
INFRASTRUCTURE SERVICES REQUEST

APPENDIX A - ACRONYMS

Describe the acronyms as they are used in this document.  This appendix is optional, and information can come, in part, from the Business Terminology and Synonym objects in the Oracle Designer repository.
APPENDIX B - DEFINITIONS

Describe the key terms as they are used in this document.  This appendix is optional, and information can come, in part, from the Business Terminology and Synonym objects in the Oracle Designer repository.
APPENDIX C - REFERENCES

Provide a complete list of documents referenced in the text of this document.  Each reference shall contain document number, title, revision number and date.
Policy and Regulation:  Policies or laws that give rise to the need for this document
DFAS Policy and Standards:  Defense Finance and Accounting Service policies and standards that give rise to the need for this document

Other Life Cycle Documents:  Other plans or task descriptions that elaborate details of this document
INFRASTRUCTURE SERVICES REQUEST

Coordination/Approval

Submitted by:

________________________________________
________________________

 Program Manager/Functional Project Officer                                  Date

Coordination:

________________________________________
________________________

 Chairman, Technical Architecture Review Board                           Date

________________________________________
________________________

 Director, DCII Applications Architecture                                        Date

________________________________________
________________________

 Director, DCII Engineering                                                              Date

Approved by:

______________________________________
________________________

 Chief Information Officer                                                                Date
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