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CONTINUITY OF OPERATIONS PLAN

1.  General.

     1.1.  Purpose.  This section describes the purpose of the COOP document.  An example paragraph is provided below:
This Continuity of Operations Plan (COOP) provides guidance on the System software restoration for emergencies, disasters, mobilization, and for maintaining a state of readiness to provide the necessary level of information processing support commensurate with the mission requirements/priorities identified by the functional proponent.  The System COOP was written to serve as a bridge between the customers' site unique COOPs and the Service Provider COOP.  

     1.2.  Background.   Provide general information about the system including overview of functionality. 

          1.2.1.  Customer Base.  General overview of users and where system will be deployed.

          1.2.2.  Mission.  Provide an overview of mission needs statement and capabilities the system provides.

          1.2.3.  Support operations.  Identify the supporting activities for the system.

               1.2.3.1.  Central design activity (CDA).  Identify the CDA for the system.

               1.2.3.2.  Systems processing organization/site.  Provide information about processing support including specific locations in Defense Information Systems Agency (DISA) such as the Defense Megacenter Ogden or the Regional Support Activity (RSA) Huntsville. 

     1.3.  Assumptions.  Identify the assumptions that went into the definition of the COOP.  Example assumptions are provided below.

          1.3.1.  Customer and system processing support organizations have documented and tested COOPs including alternate processing and relocation of operations. 

          1.3.2.  Natural disaster will only impact one physical location due to geographic dispersion of the customer and support organizations, however, cyber attacks or war operations could impact multiple locations simultaneously.

          1.3.3.  Customer and DISA or other support organization have resources in-place or available to support implementing a COOP.

          1.3.4.  Customer, CDA, and data processing support organizations will have recovery teams available and trained and if necessary the teams will go to backup site(s).

          1.3.5.  Applications will be recovered in priority sequence based on several factors including the priority of all applications impacted and the specified critical timeframes of the applications.

          1.3.6.  Customer and support organization will follow locally prescribed safety procedures.

     1.4.  Systems/Applications Priority.  This section provides critical processing timeframes and related allowable duration of processing delay for the system.  Priority should be based on the following and may change during critical timeframes.  For example, the end of the FY (Sep 1 to October 31) for accounting systems may be Priority 1 while the rest of year is Priority 2 or lower.

          1.4.1.  Priority 1 - Systems applications that are essential to command functions and which must be processed daily.

          1.4.2.  Priority 2 - Mission-essential systems/applications that can be delayed up to 2 days.

          1.4.3.  Priority 3 - Systems/applications that can be delayed up to 14 days.  

          1.4.4.  Priority 4 - Systems/applications that may be delayed indefinitely or for which manual backup or alternate processing procedures exist.

     1.5.  COOP Summary.   This section provides a high level summarization of the COOP process.  Details of the COOP are provided in Section 3.

2.  Risk Assessment.  A Risk Assessment is required of all automated systems in DFAS.  This section provides a summarization of the risks identified for the operation of the system that may result in the need for implementing the COOP.  Attach the risk assessment as Appendix I.
3.  System COOP.  This section provides the detailed steps to be performed when activating the COOP.  Under what circumstances will the COOP be activated?  Identify the responsibilities of the various parties performing under the COOP.  Identify the steps to be accomplished during system deployment to ensure the COOP will be supportable once the system is in operation.

Identify the specific COOP responsibilities of each player including trading partners.

     3.1.  User responsibilities.  Identify specific user responsibilities under the COOP.  Examples are provided below.

          3.1.1.  Ensure COOP support including files and processing backup is documented in service level agreements.

          3.1.2.  Retaining daily input data for time interval between weekly off-site backups.

          3.1.3.  Immediate notification of point(s) of contact (list in Appendix C—extract from LDRPS) when problems arise.

          3.1.4.  Attempt to identify cause/access problem including possible location of the problem and recommend solutions.

          3.1.5.  Determine if database is corrupted.

          3.1.6.  Help identify baseline recovery point(s).

          3.1.7.  Take local corrective action, as applicable to problem.

          3.1.8.  Participate in systems testing, as applicable.

          3.1.9.  Notify customers, as applicable.

          3.1.10.  Develop/implement alternate processing plans for systems outage including internal controls, e.g., manual work-around.

          3.1.11.  Develop/implement reconstitution plans for return to normal operations once system is operational.

     3.2.  CDA responsibilities.  Identify the responsibilities of the CDA under the COOP.  Examples are provided below.

          3.2.1.  Prepare and maintain systems COOP Plan that includes risk assessment and assures capability to respond to problems within the specified number of hours of notification of an incident.

          3.2.2.  Monitor corrective actions by user and service provider, e.g., DISA.

          3.2.3.  Establish direct communication with DISA service provider.

          3.2.4.  Keep user and service provider apprised and updated on situation.

     3.3.  DISA or processing support responsibilities.  Identify the responsibilities of the processing support facility under the COOP.  Examples are provided below.

          3.3.1.  Document backup/COOP support in service level agreements.

          3.3.2.  Take data backups, grandfather off-site rotational storage.

          3.3.3.  Develop COOP for backup requirements.  This section should be a summarization of the DISA COOP for the processing location.  Include the detailed DISA processing location evaluation of types of threats, probability of a particular threat occurring, risk/impact if the threat occurs, and countermeasures to deter the threat.  Additionally, attach a copy of applicable DISA COOP to the system COOP.

          3.3.4.  Basic responsibility to evaluate emergency situations.

          3.3.5.  Authority to declare COOP.

     3.4.  Other responsibilities.  Identify other parties with specific COOP responsibilities.  These may include the Project Management Office, Headquarters, ISO, EPET, OMD, etc.
4.  Points Of Contacts (POCs).   Identify critical points of contact and obtain notification information such as names and phone numbers needed to immediately notify mission essential systems personnel as well as customers and service providers when problems arise.  A full list of COOP POCs should be extracted from the LDRPS and provided in Appendix C. 

     4.1.  Key Personnel.  Business process manager, systems project management office, security, network operations, contingency planner, etc.

     4.2.  Customers.

     4.3.  Service Providers/Trading Partners.

          4.3.1.  Data processing support organization.  This may include military component CDA and DISA.

          4.3.2.  Vendors or contractors.
          4.3.3.  Interfaces/data exchange.

5.  Evaluation Criteria And Testing Of Coop Plans.  Identify the methods of testing the viability of the COOP.

     5.1.  Paper Test.  A Paper Test is a review of the documented plans and should be conducted at least annually.
     5.2.  Tabletop Test.  A Table Top Test is more extensive than a paper test and usually involves the key players (e.g., CDA, customers, and service providers) sitting at a table and discussing the plans and various contingency scenarios.  A tabletop test is required as a minimum before implementing a new system or releasing a major change to a system.

     5.3.  Live Test.  A Live Test of processing the application at a backup site should be conducted at least every 3 years.  This testing should include application end-to-end testing.

6.  Training.  Identify any training requirements to support the COOP.
7.  Coordination.  Identify the coordination of the COOP with customers and service providers.

8.  Distribution Of Plan.  Identify the method of distribution of the COOP throughout the system community.

APPENDIX A - ACRONYMS

This section shall provide a glossary of acronyms used in the document along with their definitions.  

APPENDIX B - COOP TEAM AND TASKS

Identify the system COOP Response, Recovery, and Reconstitution Team Tasks.  CDA team members and tasks should be documented in LDRPS.  Teams should be composed of CDA, customer, data processing support, and other IT service providers such as security, network support, as appropriate.  Team tasks are documented here and team members are identified in Appendix C.

B.1.  Response Team.  Document the tasks of the Response Team.  Example tasks include:

     B.1.1.  CDA Response Team leader notifies response team.

     B.1.2.  Response Team assesses situation: e.g., estimate downtime, evaluate services affected, extent of disruption, impact on operations, review alternatives/actions/plans, recommends actions, etc.

     B.1.3.  Declaration to activate COOP.

     B.1.4.  Notify recovery team members, CCC, mgmt, customers, and service providers, as appropriate.

B.2.  Recovery Team.  Document the tasks of the Recovery Team.  Example tasks include:

     B.2.1.  Work/coordinate recovery strategy with customers, data processing support organization and other service providers, as appropriate; ensure backup and recovery strategy can be supported and provide recovery to the customer within the defined and agreed upon maximum downtime.

     B.2.2.  Coordinate relocation with CCC, customer, and service providers, as appropriate.

     B.2.3.  Work with the data processing support organization to identify and ship backups from off-site storage to the alternate processing site.

     B.2.4.  Coordinate with customer and data processing support organization, as appropriate, to determine baseline and internal controls for restart of system processing and recovery of data lost in processing.

     B.2.5.  Coordinate/establish processing schedule at alternate processing site—may require coordinating with other systems managers.

     B.2.6.  Implement alternate/work around procedures.

     B.2.7.  Assist customer site(s) in loading forms and resetting addresses to allow customer processing at an alternate site.

     B.2.8.  Obtain customer verification of data recovery. 

     B.2.9.  Provide TDY assistance.

     B.2.10.  Provide on-going status reports to keep CCC, mgmt, customers, service providers apprised of status.

     B.2.11.  Work with customer to ensure acceptable level of service is being met including acceptable internal controls.
B.3.  Reconstitution Team.  Document the tasks of the Reconstitution Team.  Example tasks include:

     B.3.1.  Establish a plan for return to primary site and work with customer and data processing support organization to migrate from alternate processing site to restored or new primary site.

     B.3.2.  Work/coordinate reconstitution strategy with customers, data processing support organization and other service providers, as appropriate; ensure backup and reconstitution strategy can be supported and provide recovery to the customer within the defined and agreed upon maximum downtime.

     B.3.3.  Work/coordinate starting point and schedule for processing backlogged inputs and outputs with customers, data processing support organization and other service providers, as appropriate.

     B.3.4.  Obtain customer verification of data reconstitution.

     B.3.5.  Establish and resume normal processing schedule.

APPENDIX C - COOP POINTS OF CONTACT

Provide a list of POCs for the COOP.  This should include Program Management Office personnel, service provider personnel, CDA personnel, Crisis Coordination Center (CCC) personnel, Crisis Management Team (CMT) personnel, Contract Management personnel, Backup/Recovery Team personnel, and customers.

APPENDIX D - LIST OF SYSTEM DEPLOYMENT LOCATIONS

Provide a list of installation locations for the system

APPENDIX E - SYSTEM INTERFACES

Identify the system interfaces and the plans to transition them to the relocation site as applicable. 

APPENDIX F - SYSTEM MINIMUM REQUIREMENTS

This section identifies the minimum requirements for the system to operate in a COOP environment.  This will include the hardware, software, and communications connectivity required.

F.1.  Service Provider Hardware.  Identify the hardware configuration required to support relocation of the processing from the primary location to the backup location.

F.2.  End User Hardware.  Identify User hardware requirements for relocation to an alternate location.  

Examples include workstation hardware type, disk space, RAM, operating system, and interface cards; Configuration of server/Key Translation Center; Configuration for connectivity from server to data processing center.

F.3.  End User Software.  Identify the software required at the user location for operation of the system.  Identify which components of software will be provided by the system and which the user will provide.

Examples include Application; Compiler; Database and search engines.

F.4.  Communications.  Identify any requirements for communications when the COOP is activated.

APPENDIX G - SYSTEM INSTALLATION PROCEDURES

Define the system installation procedures.  Include a location where updated procedures may be obtained.

APPENDIX H - RISK ANALYSIS

Document the risks identified that may result in the need to activate the COOP.  Include their probability of occurring and proposed mitigation efforts.  Some example risks are provided below.

     1.  Risk:  Disruption of local power source.

          Analysis:  The probability is low, based upon historical data of outages and countermeasures employed.

     2.  Risk:  Disruption or discontinuance of service due to water damage, fire, or other natural disaster

           Analysis:  The probability is low based upon historical data of natural disaster damage.

     3.  Risk:  Natural disaster damage could force the operation to relocate to an alternate geographic location.  This may create operational backlogs.

          Analysis:  The probability is low, due to dispersed locations and identification of backup sites.  

          Mitigation:  Alternate facility location has been identified for each customer site and service provider.

     4.  Risk:  Disruption of communication services through internal and external tampering.

          Analysis:  This has a medium probability of occurring.  Information can be obtained by intercepting non-encrypted data communication.  

          Mitigation:  Data can be encrypted prior to communication transmission.

     5.  Risk:  Unauthorized persons gaining facility access for sabotage or to vandalize equipment.

          Analysis:  This has a low probability of occurring.  Unauthorized access to the facility may result in damaged or stolen equipment.  

          Mitigation:  Ensure entry access to facility is controlled.

     6.  Risk:  Unauthorized persons gaining system access for sabotage, obtaining, altering, or destroying information.

          Analysis:  This has a medium probability of occurring.  Unauthorized access could cause damage to the effectiveness of the accounting support operation.  

          Mitigation:  Continue to review system security and ensure security countermeasures are in place and effectively operating.

     7.  Risk:  Disgruntled employee sabotaging the system network.

          Analysis:  This has a low probability of occurring.  This could lead to disruption or destruction of data files.  

          Mitigation:  Limit access for those employees experiencing adverse personnel actions.

APPENDIX I - DEFINITIONS

This section shall provide a glossary of key terms used in the document along with their definitions.

APPENDIX J - REFERENCES

This section lists references used in the creation of the document as well as those that are deemed useful for a reader of the document to aid in understanding the requirements contained herein or the general business area covered by the application system.  As a minimum the references shall include "A Guide to Federal Requirements for Financial Management Systems (Blue Book), Mission Needs Statements (MNS), Operational Requirements Document (ORD), SSAA, and the Test and Evaluation Master Plan (TEMP).

Policy and Regulation:  Policies or laws that give rise to the need for this specification
DFAS Policy and Standards:  Defense Finance and Accounting Service policies and standards that give rise to the need for this specification

Other Life Cycle Documents:  Other plans or task descriptions that elaborate details of this plan
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