DFAS Corporate Information Infrastructure (DCII)


OVERVIEW

GENERAL

This document describes the background, rationale, general schedule, and funding concept to establish, maintain, and operate the development, test, and production technical infrastructure capabilities to support the Defense Information Infrastructure Common Operating Environment (DII/COE), the DFAS Corporate Repository (DCR), the DFAS Corporate Database (DCD) and the DFAS Corporate Warehouse (DCW).  This infrastructure capability, the DFAS Corporate Information Infrastructure (DCII), is to be used by all new DFAS application systems, reengineered systems that reach the economical break-even point for movement from their legacy environment to a new technical environment, and any analysis and decision support requiring retrieval, conversion, and manipulation of data from one or more operational systems. 

BACKGROUND

The DFAS Technical Architecture, in compliance with the Joint Technical Architecture (JTA), specifies that all new application system development and reengineering efforts will be built utilizing the DCII and Defense Data Dictionary System (DDDS) registered standard data elements.  The recently approved Defense Accounting System Strategy, the Defense Procurement Payment System (DPPS) Concept of Operations, and several prototype projects focused on departmental reporting, cash management, and pre-validation issues identified the need for a DFAS data-sharing environment.  This shared data environment has been further defined as the DFAS Corporate Database (DCD) and the DFAS Corporate Warehouse (DCW).  The DCII will contain only standard data, will maintain an audit trail to the source of the data, and be JTA compliant.  The DCW will contain standard and non-standard data extracted from one or more operational systems and provide a standard suite of data conversion and analysis tools to enable DFAS decision support needs.

Rather than allow each new system development or reengineering effort to build their own unique technical infrastructure, a common development and test infrastructure, as well as production infrastructure, has been built and is maintained to support these efforts and other data sharing requirements.  This infrastructure includes all of the components of the DFAS COE as well as the tools, applications, and physical repositories necessary to sustain the DFAS Corporate Database and DFAS Corporate Warehouse.  Similar to the DFAS Enterprise Local Area Network (ELAN), the DFAS Corporate Information Infrastructure (DCII) will serve the processing and data storage/management needs for all new and reengineered DFAS application systems.  These new and reengineered DFAS application systems and DFAS Corporate Warehouse users will share the development and operating costs of this capability. 

Diagram 1 depicts the DCII and its role in the evolution of DFAS systems.  Legacy/Migration systems currently using non-open mainframe based operating environments will continue to operate within these environments until it is economical to reengineer or replace them.  Prior to replacement, they may be converted to operate within an optimized standard operating environment established by the Defense Information Systems Agency (DISA) at Defense Megacenters (DMC).  When reengineered or replaced, these systems will be built to operate within the DCII.  All new developments will be built to operate within the DCII.  Over time all DFAS application systems will be incorporated into the DCII, thereby eliminating all non-standard data stores, duplicate applications, and accounting problems resulting from these extant problems. 
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Diagram 1

GENERAL SCHEDULE

Major activities in this project over the next two fiscal years (1998-1999) include: 

1. Development of the DFAS COE, DCD and DCW architecture, implementation policy, and application system support procedures.

2. Development, publication and implementation of the policies and procedures essential to corporate-wide configuration management of the DFAS Corporate Data Model, the various subject area views of that logical model, and the schemas required to build and maintain the implementing physical data stores.

3. Design, acquisition, installation and operation of the DCII development and test infrastructure.

4. Design, acquisition, installation and operation of the DCII production infrastructure.

5. Incremental analysis of source data systems to map and convert non-standard to standard data.

6. Support application system projects’ use of the DCII.

7. Integration of the DCII with other similar Defense Information Infrastructure (DII) Common Operating Environment (COE) compliant [JTA compliant] data stores and applications.  The detailed plan and budget to accomplish these major activities are published within the on-line DFAS Strategic Business Plan. 

PRODUCTION ENVIRONMENT

The initial production environment has been established at DMC-Ogden.  The system architecture is open, scalable, and flexible, and complies with the JTA.  These production capabilities can be readily expanded as DFAS operational requirements change.  Application developers are responsible for identifying capacity requirements and submitting them to DFAS-HQ/S in accordance with the DISA New Business Request (NBR) policy.  For the production environment, these requests for changes must be submitted at least 120 days prior to the requirement.  The Defense Continuity of Operations and Test Facility (DCTF) at Slidell, Louisiana will provide operational test and COOP capability.

IMPLEMENTATION CONCEPT

Although the DFAS accounting offices and personnel are now consolidated from the disparate Defense services, the systems, data, and corporate cultures are still very distinct from one another, offer redundant services, and conduct similar transactions in different ways.  From an efficiency standpoint, it is necessary to consolidate and make standard these many systems, procedures, and data.  From a financial standpoint, such consolidation is also essential as DFAS downsizes dramatically and considers outsourcing the DoD finance and accounting function.

DFAS intends this systems consolidation effort to occur in two phases, a near term and a long term.  The near term will involve migrating 200+ systems to approximately 32 target systems and requiring that new development and reengineering efforts be DFAS compliant according to the policy set forth in this document and DoD compliant as set forth in the documents named above.

DFAS will accomplish this near-term consolidation by setting and monitoring data and development standards for new systems and for systems proposed for migration to the new standards.  This near term intermediate step will establish a corporate database and data warehouse, standardize data between systems, develop interfaces (mapping and translation) from feeder systems, develop application interfaces for COTS or other applications, and standardize functionality and graphical user interfaces across DFAS.  It is planned that, in the long term, all of DFAS system functionality will be represented in one finance and accounting system.  

DFAS has mandated, and is using the Oracle Designer 2000 tool set to facilitate the accomplishment of these technical and organizational goals.  The use of these tools allows DFAS to set database design standards, application development and graphical user interface standards, and monitor database and application development to achieve system consolidation and reengineering.

CENTRALLY MANAGED DATABASE AND APPLICATION DEVELOPMENT

The Oracle Designer 2000 Repository contains corporate database and application system metadata, all of the information used to model, develop, and implement the database and applications.  The repository is controlled by a Repository Manager.  The official logical data model resides in the Repository.  Developers and maintainers of approved applications access the Repository using the Designer 2000 tool to develop business, data, functional models, generate prototypes and applications, copy named preference sets for creation of graphical user interfaces, and make approved additions to the corporate database.

LIVING LOGICAL MODELS  

The current content includes DFAS enterprise-wide models held in the DCR, including the Finance and Accounting logical models.  The corporate model will be dynamic. Changes and additions will be proposed by development teams composed of both technical and functional personnel.

GRAPHICAL USER INTERFACE

DFAS Infrastructure Services Organization (ISO) will chair the technical working group to develop and mandate a standard graphical user interface.  This standard will be based on GUI Design defined guidelines in Client/Server Guidelines and the Web Standards Style Guide and templates.  DFAS will use the Oracle Designer 2000 named preference set to store DFAS Standard Preference Settings providing DFAS applications a standard look and feel.

DATABASE DEVELOPMENT AND DATA ADMINISTRATION

To develop the DCD, DFAS will control the logical data model, and support the mandated use of the DDDS.

PROCESS FOR USING AND DEVELOPING THE DFAS ENTERPRISE MODELS

The DFAS-HQ/SD maintains the DFAS Finance and Accounting Models (DFADM) to represent the known, approved portion of the DFAS business requirements.  As new systems are proposed for development and old systems are proposed for migration or for reengineering, activities will be required to submit logical models for the Data Administrators’ review and approval.  DFAS-HQ/SD will require any development/migration activity to consult the existing model and use all applicable rules modeled therein.  Modifications and extensions to the models will be the subject of review and approval, and upon approval will become part of the DFADM.

APPLICATION DEVELOPMENT

New application development, redesign, or migration must be based on an approved logical model that uses common DDDS data elements and associated metadata stored in the DCR.  All applications developed must be generated to the fullest extent possible using the objects stored in the DCR (which may include process, function hierarchy, and data models, as well as any applicable matrices).

DEVELOPMENT STANDARDS 

Development coding, and design have been developed and will be used by all applications developing in the DCII. GUI Standards, WEB Style Guide, and other standards are published in the Process Asset Library (PAL). The PAL can be accessed at www.dfas.mil/technology/pal.  A standard template has been developed and is available on the ISO shared drive.

ISO SHARED DRIVE

A shared drive has been established in the ISO to store DCII documents. The form to request access can be obtained on the WEB at www.dfas.mil/technology/pal/dcii/dcii-project/index.htm or from the Release Manager via email.

GENERATION REQUIREMENTS

One of the central purposes of mandating the computer aided software engineering (CASE) tool, Designer 2000, is to have the tool generate as much code as possible.  This is achieved by capturing all requirements and system development information in Designer 2000. 

CODE GENERATION STEPS

The steps for generating code are contained in the DCII Project Templates.

DATABASE DEFINITION
In developing the database definition, tables and columns are designed; primary, foreign, and unique keys are defined, as well as sequences and indexes.  Validation rules are defined, super- and sub-typing issues resolved, and derivation and de-normalization columns are created.

MODULE GENERATION

Designer/2000 generates forms, reports, menus and Web forms.

DATABASE GENERATION

Designer 2000 generators create scripts to create tables and associated database objects.  These scripts are executed by a Database Administrator (DBA).

SYSTEM DEVELOPMENT SCENARIO

The System Development Scenario (SDS) explains in greater detail the step-by-step procedures involved in each aspect of database and application development.  The current DFAS SDS can be found on the DFAS INFOWEB at www.dfas.mil/technology/pal/ssps/sds/newrel3/index.htm.
TECHNICAL INFRASTRUCTURE

The DCII will follow the DFAS Corporate Computing Strategy (CCS).  The DFAS CCS is located in the Technical Architecture chapter of DFAS 8000.1-R.  This chapter explains in greater detail the physical data management resources and processes to facilitate sharing and interoperability of systems within the organization.   This environment defines common services, tools and procedures to allow DFAS Finance and Accounting applications to maintain and share data.  Based on the Shared Data Environment (SHADE) of the Defense Information Infrastructure (DII) Common Operating Environment (COE), the DCII will provide the underlying structure necessary to achieve our target architecture for a DoD-wide Defense Finance and Accounting System.

DATA ADMINISTRATION/DATA MANAGEMENT PROGRAM.

GENERAL PROVISIONS

This section summarizes system architecture mandates from DoD, DFAS’s intended implementation of these mandates, and DFAS’s data architecture goals.  It describes the procedures DFAS will use with Oracle Designer 2000 to facilitate unified database development and administration, application development, and management oversight of standards.

This section applies to DFAS organizational entities, the finance and accounting network, supported service providers, and contractors supporting DFAS.

DFAS APPROACH

DATA STANDARDS

DFAS will manage data and development standards to accomplish near term consolidation.  DFAS will comply with DoD policy on the use of standard data elements.

DDDS DATA STEWARDSHIP

The DDDS contains approved standard data for all DoD Principal Staff Assistants.  The steward for Finance and Accounting (F&A) data is the USD(C).  The DFAS-HQ Information Management Directorate has the responsibility for the Component Data Administration (CDAd) function for DFAS.  The CDAd function oversees the Data Administration program for DFAS and in that capacity is the focal point for changes to the DDDS for finance and accounting issues. 

By reconciling legacy data from their existing systems to standard DDDS data, developers can take advantage of existing DDDS data elements as well as leverage expertise and work already reflected in the data model constructed using DDDS data elements. 

To determine how data from systems targeted for reengineering will fit into the DFADM, analysis of legacy data may be performed using a standard method developed by DISA.  Reconciliation procedures are defined in DISA’s “Baselining the Use of DoD Standards: Matching and Mapping to Standards,” dated June 20, 1996.  Information about this process may be coordinated with the DFAS CDAd at DFAS-HQ/SD.

DFAS-HQ/SD has trained numerous personnel throughout the agency in reconciliation techniques. DFAS Headquarters, Center, and contract personnel are available to support analysis of legacy data that must be aligned with the standard data in the DDDS.  Training for this process and its use can be arranged through DFAS-HQ/SD.

DATA AND FUNCTION MODELS IN ORACLE REPOSITORY

The current DFAS corporate data model is held in the Repository and includes the DFADM entity relationship model. The DFADM includes DDDS entities, attributes, and metadata.  The DFAAM reflects the process model and contains descriptions of each node.

SOFTWARE ENGINEERING ENVIRONMENT

DEVELOPMENT TOOLS

DFAS selected Oracle Designer 2000 to facilitate data sharing and system consolidation goals.  Designer 2000 is used to establish a central repository for system models and data that will support development of corporate applications. 

DEVELOPMENT ENVIRONMENT

The corporate database development environment is JTA compliant.  This environment is compatible with the overall DFAS Corporate Computing Strategy (CCS) and will allow all authorized users to view shared repository information and promote a collective development environment.  

THE DFAS GLOBAL APPLICATION SYSTEMS STRATEGY 

Advantages of the global application systems strategy include:

· a corporate view of overall functionality, 

· ensure singularity of function/reduce or eliminating functional redundancy,

· enforce the use of standard data,

· share data objects in development and maintenance,

· share data between applications and database,

· standardize application appearance, behavior, and maintenance. 

When thoroughly implemented, advantages of the global configuration approach are: 

· eliminate application redundancy, stovepipe systems and data, and application systems incompatibility; 

· reduce the end-user new application learning curve and training requirements; and 

· reduce maintenance and operations complexities and all the associated costs. 

REPOSITORY MANAGEMENT

Repository Management encompasses creation of the repository, access controls, and maintenance of the applications, and all their elements throughout the life cycle. 

Repository Management allows for orderly application creation, naming, and renaming, transfer of ownership of an application, object sharing, creation of new versions of an application, freezing/unfreezing applications, creation of user-defined sets, object copying, and application back-up and migration.

See flowcharts at the end of this document for Repository Management High Level, Adding a New User, Add/Change/Delete User Application Access, and Add/Change/Delete Application. 

1. DEFINING REPOSITORY ACCESS AND APPLICATION SYSTEM ACCESS

Access to the Repository is defined in two ways.  First, access is assigned according to level of user.  Second, access is assigned according to which systems a user will have access to and what type of access the user will have to a given system.

DESIGNER 2000 USER ROLES

Designer 2000 classifies user privileges into two classifications, or “roles”: manager and user.  The Manager assigns user privileges, depending on the position, needs, and skills of the particular individuals involved.

DFAS DCD TECHNICAL MANAGEMENT POSITIONS

It is important to note that a database management position is distinctly different from a “role” and its associated privileges as defined in Designer 2000. A “role” in Designer 2000 invokes particular database usage privileges whereas a position is a job filled by a person and has associated responsibilities that may or may not directly involve interaction with Designer 2000. There should be one person assigned to each of these positions, and for each position there should be a designated back-up person.

APPLICATION SYSTEM ACCESS

System access rights are: select, insert, update, delete, share, admin.

Table 2, DFAS Position Cross-Reference, shows user roles and associated privileges, and names the positions.

POSITION
DESCRIPTION
HOLDER OF POSITION
Designer 2000 ROLE

Information Architect
DFADM Logical Model Stewards -- Control the contents of the corporate data model and functional hierarchy diagram
DFAS-HQ/SD
User

Repository Owner
Communicates changes and Installs Updates to the Repository
DFAS-ISO
Manager

Repository Manager
Manages all applications
DFAS-ISO
Manager

Application Technical User
Has create, read, update, delete and may have share and admin rights to designated applications.
Technical members of application design team.
User

Application Functional User
May have create, read, update, and delete rights to high-level  function definitions 
Functional members of application design team.
User

DFAS Position Cross-Reference E.C5. - 3



INFORMATION ARCHITECT

The Information Architect is responsible for the following:

Analysis of proposed updates; add, change, and deletes, to approved data standards and business rules in the DFADM - generally via the SCR process.

Recommends, as appropriate, updates to the DFADM.

Maintains the application(s) in the repository that represent the conceptual and logical views of approved standard data and business rules. 

REPOSITORY OWNER 

The Repository Owner is responsible for the following:

Installs and upgrades the Repository

Tunes the Repository - Performance

Installs new Designer 2000 Instances

Upgrades existing Repository Instances

Configures Repository Instances

Exports the Repository from one database to another

Amends and extends the structure of the Repository 

Analyzes database resources 

REPOSITORY MANAGER

Designated “Manager” roles in Designer 2000, individuals granted Repository Manager have access to a subset of the utilities of “Owner”; all modeling and generation tools, and to all menus including those that control application systems access rights and version control.  The Repository Manager analyzes user privileges, grants and revokes access to repository users, creates application systems, and may transfer application ownership.  Some of the central rights associated with the role of Repository Manager includes the manipulation of element subsets, management of user-defined sets, migration element subsets, and use of the load/unload utilities.  DFAS has a Repository Management Team responsible for creating, freezing (locking), archiving, versioning, restoring, and deleting applications.

APPLICATION TECHNICAL USERS

Application technical users are members of a development team working with a given application development group.  They will be assigned Designer 2000 repository access roles by the Repository Manager.  The members of the development team may use both lower and upper CASE tools and generate objects.  The Application Technical Users will assist and support Application Functional Users.

APPLICATION FUNCTIONAL USERS

Application Functional Users are members of an integrated project team.  They will be given access to the application system by the repository manager. Functional users will be able to define entities and functions using upper CASE tools, and may be assisted by technical users in this effort.

APPLICATION FUNCTIONAL AND TECHNICAL USER PRIVILEGES

Table 2, illustrates the division of basic user privileges between functional and technical Designer 2000 communities.  The X indicates which privileges a user community may hold.

PRIVILEGE
DEFINITION
FUNCTIONAL

USER
TECHNICAL

USER

SELECT
The user can select an element for an application system to copy the element or view its properties.
X
X

INSERT
The user can create a new element in an application or copy an element into an application.
X
X

UPDATE
The user can edit an existing element in the application system.
X
X

DELETE
The user can remove the element from an application.
X
X

SHARE
The user can share an element owned by the application System with another application system.

X

ADMIN
Perform administrative tasks, including renaming an application system, applying version control, and setting preferences for the application system. The ADMIN privilege must be granted with caution.

X

User Privileges

Table 2 

TESTING

Testing for all DFAS corporate applications will be performed in accordance with the SDS, DCII Project Templates, and Part E, Chapter 3 of DFAS 8000.1-R.

VERSION CONTROL
Version control is defined as copying part of or an entire repository application. Due to the complexity of maintaining relationships between applications that are sharing objects, version control is best applied at the end of application development and before development of the next “version” begins. A key aspect of versioning a repository application is freezing the copy so changes will be made only to the new version.  Version control and release management will be performed in accordance with the DCII Release Management Plan.

DCII RELEASE MANAGEMENT

The DCII Release Management process and procedures are fully defined in the DCII Release Management Plan.  The software packages supporting DCII releases are Polytron Version Control System (PVCS) for controlling the physical configuration items, Install/Shield for building client executables, and TIVOLI for managing client releases. 

An initial build list for each release is provided to release management following the Critical Design Review.  The final build list is provided at the conclusion of System Integration Testing.  The build list identifies by application all the objects within a release showing by object the owner primary group and permissions.  The build list will also identify the architectural requirements (hardware and software) for each release.

Release Management will baseline each release for Functional Validation Test, Enterprise Integration Test, Lead Site Verification Test, and Production.  The release builds will contain the objects for client, web, and server platforms.  Release Management will provide the web and server builds to DPET for implementation; Release Management will provide the client executable to the Operations Management Division (OMD) for distribution within DFAS and DPET for non-DFAS users.  Release Management will control the official versions of each physical object (client, server, and web) in a release and manage revisions to those objects.  Revisions must be documented in CMIS as either a valid Test Discrepancy Report (TDR) or System Change Request (SCR).  

DPET RELEASE REQUIREMENTS:

Release Management will provide DPET the installation scripts, program procedures, and documentation one month prior to the production release.  This will allow time for review and clarification of any questions or concerns.  DPET shall respond within 14 calendar days.

No script, program or procedure should depend upon any group or special requirement to complete the installation.  This is to include any special computer and/or hardware.

Any tools or special requirements must be pre-approved by the Technical Architecture Review Board (TARB).  Special tools required for production must be sent to the DPET with the installation package and include the recommended parameter settings.

The installation script should have interactive prompts requesting the proper mount points for non-database elements of the application.  This is exclusive of database files, tables, or related database placement requirements.  Placement of database elements is the sole responsibility of DPET.

The installation script should provide for logging of activities and prudent back up points.  The script should be designed with restart capability at logical points in the installation.

Installation will occur under its own assigned project identification or root.  The installation script must set up all permissions and hard/soft links. 

SHARED DATABASE ENVIRONMENTS
In an Oracle environment, there are three basic models of sharing data: the single centralized database model, the simple distributed model, and the advanced symmetric replication model.  There are also hybrids of these models, but the basic premise is the same: Oracle technology supports sharing of data on many levels.  The row-level locking mechanism in the Oracle kernel prevents users/applications from creating conflicts with each other as data change requests are made. Conflict resolution is commonly required in the distributed models when the application design does not sufficiently support transaction control and where data consistency and/or integrity are at risk.

In the short term DFAS will use the centralized approach to the shared data environment.  In the long term, as project requirements develop and the solutions mature and grow, DFAS may consider a simple distributed or replicated solution.  These types are reviewed in DCII Database Environment Overview document.  Sizing for applications is reviewed in DCII Database Sizing Requirements document.

PUB

All application development elements will be extend copied from individual applications to the published (PUB) application for central share and generation capability.  Sharing of elements within the repository will only be granted from PUB.  Only the Repository Manager will have insert, update, and delete access to PUB.
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